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ABSTRACT

Nearest-neighbor collaborative filtering provides a successful
means of generating recommendations for web users. How-
ever, this approach suffers from several shortcomings, in-
cluding data sparsity and noise, the cold-start problem, and
scalability. In this work, we present a novel method for rec-
ommending items to users based on expert opinions. Our
method is a variation of traditional collaborative filtering:
rather than applying a nearest neighbor algorithm to the
user-rating data, predictions are computed using a set of ex-
pert neighbors from an independent dataset, whose opinions
are weighted according to their similarity to the user. This
method promises to address some of the weaknesses in tradi-
tional collaborative filtering, while maintaining comparable
accuracy. We validate our approach by predicting a subset
of the Netflix data set. We use ratings crawled from a web
portal of expert reviews, measuring results both in terms of
prediction accuracy and recommendation list precision. Fi-
nally, we explore the ability of our method to generate useful
recommendations, by reporting the results of a user-study
where users prefer the recommendations generated by our
approach.
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1. INTRODUCTION

Collaborative filtering (CF) is the current mainstream ap-
proach used to build web-based recommender systems [1].
CF algorithms assume that in order to recommend items
to users, information can be drawn from what other similar
users liked in the past. The Nearest Neighbor algorithm,
for instance, does so by finding, for each user, a number of
similar users whose profiles can then be used to predict rec-
ommendations. However, defining similarity between users
is not an easy task: it is limited by the sparsity and noise in
the data and is computationally expensive.

In this work, we explore how professional raters in a given
domain (i.e. experts) can predict the behavior of the gen-
eral population. In recent work [2], we have found that a
significant part of the error in explicit feedback-based CF
algorithms is due to the noise in the users’ explicit feedback.
Therefore, we aim at using feedback from less noisy sources
(i.e. experts in the context of this work) to build recommen-
dations. We define an ezpert as an individual that we can
trust to have produced thoughtful, consistent and reliable
evaluations (ratings) of items in a given domain.

Our goal is not to increase CF accuracy, but rather to:
(a) study how preferences of a large population can be pre-
dicted by using a very small set of users; (b) understand
the potential of an independent and uncorrelated data set
to generate recommendations; (c) analyze whether profes-
sional raters are good predictors for general users; and (d)
discuss how this approach addresses some of the traditional
pitfalls in CF.

The contributions of this paper include:

1. Collecting and comparing, in Section 2, the charac-
teristics of two datasets: the Netflix dataset! of user-
movie ratings, and the opinions collected from the web
from over 150 movie critics (experts).

2. Designing an approach to predict personalized user
ratings from the opinions of the experts. Section 3
outlines traditional CF and describes the proposed al-
gorithm.

"http:/ /www.netflixprize.com



3. Evaluating the use of expert opinions as predictors of
user preferences, both in terms of prediction accuracy
and recommendation list precision (described in Sec-
tion 4). In Section 5 we complement these results with
a user study where we compare our approach with
three baseline methods: random, standard Nearest-
Neighbor CF and average popularity in the experts
data set.

MINING THE WEB FOR EXPERT
RATINGS

The first step in our approach requires obtaining a set of
ratings from a reduced population of ezperts in a given do-
main. One option is to obtain item evaluations from trusted
sources and use a rating inference model [3] or an automatic
expert detection model [4]. However, in domains where there
are online expert evaluations (e.g. movies, books, cars, etc.)
that include a quantitative rating, it is feasible to crawl the
web in order to gather expert ratings. In our work, we
have crawled the Rotten Tomatoes®? web site — which ag-
gregates the opinions of movie critics from various media
sources, to obtain expert ratings of the movies in the Netflix
data set. Note that there are other approaches to popu-
late a database of expert ratings, ranging from a manually-
maintained database of dedicated experts to the result of
crawling and inferring quantitative ratings from online re-
views. The focus of our work is not on extracting the expert
ratings, but on using such an external and reduced source
of ratings to predict the general population.

The ratings extracted from our experts source correspond
to 8,000 of the total of 17,770 movies in the Netflix data
set. The missing movies had significantly different titles in
both databases and were difficult to match. For the purpose
of this study, we believe that 50% of the Netflix data set
movies is a sufficiently large sample.

We collected the opinions of 1,750 experts. However, an
initial analysis showed that many of them had very few rat-
ings and were therefore not adding any improvement to our
predictions (see per user distribution in the experts data set
in Figure 2b). Therefore, we removed those experts who did
not contain at least p ratings of the Netflix movies. Using
a final threshold of p = 250 minimum ratings, we kept 169
experts. The relation between p and the number of selected
experts is depicted in Figure 1. This low number of experts
number highlights the potential of our method to predict
user preferences using a small population as the source.

2.1 Dataset analysis: Usersand Experts

Before reporting the results on the performance of our
expert-CF approach, we compare next the expert and Net-
flix datasets.

Number of Ratings and Data Sparsity. The spar-
sity coeflicient of the user data set is roughly 0.01, mean-
ing that only 1% of the positions in the user matrix have
non-zero values. Figure 2b depicts the distribution of the
number of ratings per user and per expert. An average Net-
flix user has rated less than 100 movies while only 10% have
rated over 400 movies. Conversely, the expert set contains
around 100, 000 movie ratings, yielding a sparsity coefficient
of 0.07. Figure 2b also shows that an average expert has
rated around 400 movies and 10% have rated 1,000 movies

2http://www.rottentomatoes.com
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Figure 2: Comparison of the CDF of ratings per (a) movie
and (b) user in Netflix and Rotten Tomatoes (experts)
Datasets
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or more. Similarly, Figure 2a depicts the distribution of the
number of ratings per movie: the average movie has over
1,000 Netflix user ratings, compared to an average of 100
expert ratings. Note that 20% of the movies in our expert
data set only have one rating 3. However, the expert ma-
trix is less sparse than the user matrix and more evenly
distributed, both per user and per movie.

Average Rating Distribution. Figures 3a and 3b de-
pict the distribution of the mean score of the ratings per
movie (a) and user (b) in the Netflix (red line) and Rot-
ten Tomatoes or expert (green line) datasets. As seen in
Figure 3a, the average rating in Netflix is around 0.55 (or
3.2%); 10% of the movies have a rating of 0.45 (2.8x) or less,
while 10% of the movies have an average rating of 0.7 (4x)
or higher. Conversely, experts rate movies with an average
score slightly larger than 0.6 (3.5%); 10% of the movies have

3This was not a result of our filtering of experts with few
ratings, but a limitation of our original data set
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a mean rating < 0.4 (2%), but the range > 0.8 to 1 also
accounts for 10% of the movies.

In a similar way, Figure 3b shows that the user ratings
have a normal distribution centered around 0.7 (4%) while
expert ratings are centered around 0.6 (3.5x). Note that in
this case, only 10% of the users have a mean score < 0.55
and another 10% > 0.7. In terms of how the average rating
is distributed, we see that experts show greater variability
per movie than per user: while experts tend to behave sim-
ilarly in terms of their average rating, their overall opinion
on the movies is more varied. This could be due to under-
lying incentives to rate movies, since experts are likely to
watch and rate movies regardless of whether they like them
or not, while users tend to be biased towards positively rat-
ing movies [5]. We also detect a much larger proportion of
movies in the highest rating range for experts. Experts seem
to consistently agree on what the “excellent” movies are.

Rating Standard Deviation (std). Figures 4a and 4b
plot the distribution of the std per movie (a) and user (a)
in Netflix and Rotten Tomatoes, respectively. In the case of
users, the std per movie (Figure 4a) is centered around 0.25
(1) with very little variation, while the expert data set has
significantly lower std (0.15) and larger variation. Note that
in the expert data, 20% of the items show no std as there
is only one rating. The std per user (Figure 4b) is centered
around 0.25 for the Netflix data with larger variability than
in the per movie case. When looking at the expert data, the
average std per user is 0.2 with small variability.

The above analysis highlights the large differences be-
tween our user and expert sets. The expert data set is much
less sparse than the users’. Experts rate movies all over the
rating scale instead of being biased towards rating only pop-
ular movies. However, they seem to consistently agree on
the good movies. Experts also have a lower overall standard
deviation per movie: they tend to agree more than regular
users. Also, the per-expert standard deviation is lower than
that seen between users, meaning that they tend to deviate
less from their personal average rating.

3. EXPERT NEAREST-NEIGHBORS

The generic CF method applies the kNN algorithm to pre-
dict user ratings. The algorithm computes a prediction for
a user-item pair, based on a number k of nearest neighbors,
which can either be user- or item-based [6]. Although it is
possible to use either approach, we choose user-based CF for
its transparent applicability to experts. Both approaches
can be decomposed into a sequence of stages. In the first
stage, a matrix of user-item ratings is populated. Then, the
similarity between all pairs of users is computed, based on
a pre-determined measure of similarity. In a similar way to
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what Herlocker et. al propose [7], we use a variation of the
cosine similarity which includes an adjusting factor to take
into account the number of items co-rated by both users.
Given users a and b, item ¢, user-item ratings rq; and 7,
the number of items N, and N, rated by each user, and the
number of co-rated items N,y the similarity is computed
as:

Zi('f‘ai'f‘bi) ~_2Nawp
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We propose an approach to CF that only uses expert opin-
ions to predict user ratings. Therefore, our approach does
not require the user-user similarity to be computed; instead,
we build a similarity matrix between each user and the ex-
pert set. We take a slightly different approach than regu-
lar k-NN CF. Our ezpert-CF method is closely related to
Ma et al.’s method for neighborhood selection [8]. In or-
der to predict a user’s rating for a particular item, we look
for the experts whose similarity to the given user is greater
than 6. Formally: given a space V of users and experts
and a similarity measure sim: V x V. — R, we define a
set of experts E = {e1,..,ex} C V and a set of users
U = {ui,..,un} C V. Given a particular user u C U
and a value §, we find the set of experts £/ C E such that:
Ve C E' = sim(u,e) > 4.

One of the drawbacks of using a fixed-threshold § is the
risk of finding very few neighbors; furthermore, the ones that
are found may not have rated the current item. In order to
deal with this problem, we define a confidence threshold T
as the minimum number of expert neighbors who must have
rated the item in order to trust their prediction. Given the
set of experts E’ found in the previous step and an item i,
we find the subset E” C E’ such that Ve C E” = re; # o,
where r¢; is the rating of item ¢ by expert e C E’, and o is
the value of the unrated item.

Once this subset of experts £’ = e;...e, has been identi-
fied, if n < 7, no prediction can be made and the user mean
is returned. On the other hand, if n > 7, a predicted rating
can be computed. This is done by means of a similarity-
weighted average of the ratings input from each expert e in
E" [9]:

(1)

sim(a,b) =

>ecrr (Tei — 0c)sim(e, a)

> sim(e, a) 2)

where r4; is the predicted rating of item i for user a, 7.; is
the known rating for expert e to item ¢, and o, and o. are
the respective mean ratings.

In the next section, we report on the interplay of the two
parameters 6 and 7. The optimal setting of these parame-
ters depends on the data set and the application in mind,
as it is the case with other state-of-the-art CF algorithms.
Also, and in order to make our results comparable, note that
we use the same threshold-based nearest-neighbor approach
when comparing with the standard CF method.

Tai = Oy +

4. RESULTS

Based on the previously described data, we measure how
well the 169 experts predict the ratings of the 10, 000 Netflix
users. In order to validate our approach, we set up two dif-
ferent experiments: in the first experiment, we measure the
mean error and coverage of the predicted recommendations.
In the second experiment, we measure the precision of the



Method MAE | Coverage
Critics’ Choice | 0.885 [ 100%
Expert-CF 0.781 | 97.7%
Neighbor-CF | 0.704 | 92.9%

Table 1: Summary of the MAE and Coverage in our Expert-
based CF approach compared to Critics’ Choice and Neigh-
bor CF

recommendation lists generated for the users.

4.1 Error in Predicted Recommendations

In order to evaluate the predictive potential of expert rat-
ings, we divided our user data set (by random sampling)
into 80% training - 20% testing sets and report the aver-
age results of a 5-fold cross-validation. We use the average
for all experts over each given item as a worst-case baseline
measure. This is equivalent to a non-personalized “critics’
choice” recommendation, which produces a Mean Average
Error (MAE) of 0.885 and full coverage. Setting our pa-
rameters to 7 = 10 and § = 0.01, we obtain a MAE of
0.781 and a coverage of 97.7%. Therefore, expert-CF yields
a significant accuracy improvement with respect to using the
experts’ average. As far as coverage is concerned, the setting
of the parameters represents a small loss. We shall turn next
to the details of how the two parameters in our approach (¢
or minimum similarity and 7 or confidence threshold) inter-
play.

Figure 5a shows that the MAE in the expert-CF approach
is inversely proportional to the similarity threshold (4) un-
til the 0.06 mark, when it starts to increase as we move
to higher § values. The accuracy below the 0.0 threshold
degrades rapidly?, as we are taking into account too many
experts; above 0.06, though, we have too few experts in
the neighborhood to make a good prediction. If we look
at Figure 5b we see how it decreases as we increase §. For
the optimal MAE point of 0.06, coverage is still above 70%.
The ultimate trade-off between MAE and coverage will be
application-specific. Turning to Figure 5c, we see how the
MAE evolves as a function of the confidence threshold (7).
The two depicted curves correspond to § = 0.0 and § = 0.01.
We choose these two values of our similarity threshold as
they produce a reasonable tradeoff between accuracy and
coverage.

Standard neighbor-CF (ignoring the expert data set) of-
fers a second baseline measure of performance. A side-to-
side comparison gives us a first intuition.

Using the Netflix users as neighbors, we measure a MAE
of 0.704 and 92.9% coverage when the § = 0.01 and 7 = 10
(see summary in Table 1) ®. Figure 6 includes a detailed
comparison of the accuracy and coverage of the expert-CF
(experts line) and NN-CF (neighbors) methods as a function
of the similarity threshold. While NN-CF has a MAE 10%
lower than expert-CF, the difference in their coverage is also
around 10%, favoring the experts in this case.

“Note that this threshold values are dependent on the chosen
similarity measure. In our case, we are using a symmetric
cosine similarity that can yield values between [—1, +1].

5Tt should be noted, for consistency sake, that using this
parameters yields very similar results to standard kNN CF
with k& = 50, which is a common setting [10]. In this case
we measure a MAE of 0.705.

Finally, we are interested in measuring whether the differ-
ence in prediction accuracy is equally distributed among all
target users. Figure 6b includes the cumulative distribution
of per-user error for both methods. Note how both curves
separate at around MAE = 0.5 and they run almost parallel
with a separation of around 0.1 until they start joining again
at around the point of MAE = 1. This means that neighbor
NN works better for the minority of users with a low MAE
average of less than 0.5, which represent around 10% of our
population. Both methods perform equally the same for the
rest of the users — with the expert-CF approach performing
even slightly better for users with a MAE higher than one.
This is a positive feature of our approach that only performs
worse on users that are highly predictable, in which a slight
increase in error should be acceptable.

4.2 Top-N Recommendation Precision

Although measuring the mean error on all predictions for
a test data set is currently an accepted measure of success
for recommender systems, we are interested in evaluating
our results in a more realistic setting. A “real-world” recom-
mender system only recommends the set of items that the
user may like. This is similar to the idea of top-N recom-
mendation lists [11].

The evaluation of recommendation algorithms through
top-N measures has been addressed before [12,13]. All of
these approaches rely on the use of the well-known precision
and recall measures. Ziegler et al. show [14] that evaluating
recommender algorithms through top-N lists measures does
not map directly to the user’s utility function. However, it
does address some of the limitations of the more commonly
accepted accuracy measures, such as MAE.

We propose a variation as an extension to the previously
described approaches. In our case, we do not construct the
list of recommendable items by fixing N, but rather classify
items as being recommendable or not recommendable given
a threshold: if there is no item in the test set that is worth
recommending to a given target user, we simply return an
empty list. We believe that using a recommendable thresh-
old is a more appropriate measure for top-N recommenda-
tions than, for instance, the ones proposed by Deshpande
and Karipis [11], where the user rating was not taken into
account in the evaluation process. The most similar ap-
proach to ours is that proposed by Basu et al. [15], where
they use the top quartile of a user’s ratings in order to de-
cide whether a movie is recommendable. We do not use the
modified precision measure proposed in [13] for two reasons:
First, because we believe it is unfair with algorithms that
promote serendipity. And second, and most important, be-
cause we will later do a final validation with a user study
in which we will use the same procedure for generating the
lists. In that setting, we will aim at recommending previ-
ously unrated items. Therefore, penalizing unrated items as
proposed in the modified precision would make both results
not comparable.

Therefore, we define an item to be recommendable if its
predicted value is greater than o. With this definition in
mind, we evaluate our system as a 2-class classification prob-
lem:

1. For a given user, compute all predictions and present
those greater or equal than o to the user

2. For all predicted items that are present in the user’s
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test set, look at whether it is a true positive (actual
user rating greater or equal to o) or a false positive
(actual user rating less than o).

. Compute the precision of our classifications using the
classical definition of this measure

We measure a precision of 0.76 using the same parameter
values reported in Section 4.1 and setting 0 = 4. This means
that 76% of the items recommended by the experts found in
the user test set are qualified as recommendable by the users.
Note, however, that a recommendable threshold of 4 is quite
restrictive. If we lower o to 3, we measure a precision of 89%.
Figure 4.2 depicts the variation of the precision of NN-CF
(neighbors line) and expert-CF (experts line) with respect to
o. For 0 = 4, the baseline method clearly outperforms our
expert-based approach with a precision of 0.85. However, for
o = 3 the precision in both methods is similar. Therefore,
for users willing to accept recommendations for any above
average item, the expert-based method appears to behave
as well as a standard NN-CF.
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Figure 7: Precision of Expert CF (experts line) as compared
to the baseline NN CF (neighbors line) as a function of the
recommendable threshold o.



5. USER STUDY

Although error and recommendation list precision are promi-

nent metrics used for CF evaluation, their relation to the
actual quality of the recommendation is unclear. Therefore,
we designed a user study to further validate our findings. We
designed a web interface that asked users to rate 100 prese-
lected movies. The selection was done by using a stratified
random sample on the movie popularity curve: we divided
the 500,000 Netflix movies into 10 equal-density bins and
random sampled 10 movies from each bin. We provided
a “have not seen” button so users could voluntarily decide
which movies to rate.

57 participants were recruited via email advertisement in
a large telecommunications company. The participants’ age
ranged from 22 to 47 years, with an average age of 31.2 years.
Almost 90% of our participants were in the 22 to 37 age
group and most of them were male (79.12%). Note, however,
that this demographic group corresponds to the most active
group in online applications such as recommender systems
[16].

Using the collected ratings and the 8,000 movies that we
considered in the above experiments, we generated 4 top-10
recommendation lists: (i) Random List: A random se-
quence of movie titles; (ii) Critics choice: The movies
with the highest mean rating given by the experts. If two
movies had the same mean, we ranked them based on how
many experts had rated the movie; (iii) Neighbor-CF:
Each survey respondents’ profile was compared to the rat-
ings of the users in the Netflix data subset: the top-10 list
was derived by ordering the unrated movies with predic-
tions higher than the recommendable threshold; and (iv)
Expert-CF: Similar to (iii), but using the expert dataset
instead of the Netflix ratings.

Both neighbor-CF and expert-CF used the same settings:
a similarity threshold of 0.01 and a confidence measure of 10.
Note that, as we saw in Figure 6, the setting of a given sim-
ilarity threshold is not unfair to any of the two approaches.
Therefore, we choose a value that gives us enough coverage
so as to produce enough recommendations. For the set-
tings we chose, the RMSE values are the ones we included
in Table 1. Increasing the similarity threshold would reduce
coverage, while the ratio between both RMSE’s would re-
main the same. Increasing the confidence threshold would
also reduce coverage. Note that the neighbor-CF algorithm
would be especially sensitive to changes in the confidence
threshold. The coverage of neighbor-CF is 92.9% with the
current setting of the threshold, compared to 97.7% in the
case of expert-CF. Also note that, as already explained in
the previous section, these settings for the neighbor-CF yield
an error comparable to standard kNN with k£ = 50.

We then asked our participants to evaluate: (i) The over-
all quality of the recommendation lists; (ii) whether they
included items that the user liked; (iii) whether they in-
cluded items that the user did not like; and (iii) whether
they included surprising items.

The average number of ratings was of 14.5 per partici-
pant. We had to generate the recommendation lists based
on such limited user feedback. Therefore, our test condi-
tions are similar to a real setting where the user has recently
started using the recommendation service. Our results are
thus assessing how well the methods perform in cold-start
conditions.

Figure 8 includes the responses to the overall list quality.
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Figure 9: User study responses to whether the list contains
movies users would like or would not like.

Participants were asked to respond in a 1 to 5 Likert scale as
the one included in Figure 8a. Note that we also report the
averaged results in Figure 8b. We can see that the expert-CF
approach is the only method that obtains an average rating
higher than 3. Interestingly, the standard neighbor-CF ap-
proach performs almost as badly as a randomly generated
list. The only approaches that are qualified as very good
are expert based: critics’ choice and expert-CF. In addition,
50% of the users considered the expert-CF recommendations
to be good or very good. Finally, it is important to stress
that although an average rate of 3.4 might seem low, this is
in a cold-start situation with very limited information from
each user.

In Figure 9 we report on the replies to the question of
whether participants felt the generated lists contained items
they knew they would like/dislike. In these cases, we used
a 1 to 4 Likert scale, removing the neutral response. We
report average results for clarity. In Figure 9a, we again
see that the expert-CF approach outperforms the rest of
the methods. More than 80% of the users agreed (or fully
agreed) that this method generates lists that include movies
they like. It is interesting to note that this figure is similar
to the assessed overall list quality in Figure 8b.

Figure 9b summarizes the ratings to the question "the list
contains movies I think I would not like”. This question
is very important: recommending wrong items mines the
user’s assessment of the system and compromises its usabil-
ity [17]. Therefore, an important aspect on the evaluation of
a recommender system is how often the user is disappointed
by the results. The expert-CF approach generates the least
negative response when compared to the other methods.

Finally, we performed an analysis of variance (anova) to
test whether the differences between the four recommenda-
tion lists are statistically significant or not. The null hypoth-
esis is that the average user evaluation for the four different
lists is the same. The confidence level is set to 99%, such
that p-values smaller than 0.01 imply a rejection of the null
hypothesis. The p-value for the fours lists is 5.1e — 05 and
consequently the null hypothesis is rejected. If we leave out
the expert-CF algorithm from the analysis, we measure a p-
value of 0.42. In this case, we conclude that the differences
on the user satisfaction from the three baseline methods is
not statistically significant. The cross-comparison between
the expert-CF and the other three algorithms gives p-values
of 2.14e — 05, 2.4e — 03 and 8e — 03 for Random, neighbor-
CF and Critics’ Choice respectively. From these results, we
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Figure 8: Overall quality of different recommendation strategies as assessed by our user study participants.

conclude that the differences on the participants’ satisfaction
produced by the expert-CF algorithm cannot be attributed
to the sampling of the user study.

6. DISCUSSION

In this paper, we have introduced a recommender system
that uses a small set of expert ratings to generate predic-
tions for a large population of users. Our experiments are
based on using online reviews from movie critics. However,
we could also think of a small set of “professional” raters
maintaining a rating database. This is reminiscent but less
demanding than content-based recommender systems that
rely on experts to manually categorize and label content [18].

The use of experts to generate predictions in a recom-
mender system has been explored by Cho et al. [19]. Their
approach, however, is focused on identifying expert users
from within a closed community of users, by deriving a “do-
main authority” reputation-like score for each user in the
data set.

The idea of expertise is also related to that of trust. In
trust-aware recommender systems the influence of neighbors
is weighed by a measure of how trustworthy they are for
the current user. The trust measure can be defined and
obtained in different ways. For instance, O’Donovan and
Smyth [20] compute a measure of trust by looking at how
well a neighbor has predicted past ratings.

As shown in Section 4, our approach does not outperform
a “naive” neighbor-CF approach®. However, our focus when
using external data sources is not as much on prediction
accuracy as it is on addressing some of the common problems
found in traditional CF recommender systems. In the next
paragraphs, we shall describe a few of these problems and
discuss how they might be addressed by using a limited set
of external experts to generate the predictions (i.e. wisdom

51t is important to note that there are several improvements
to neighbor-CF that would yield better MAE. Similarly, our
approach is open to algorithmic improvements that are left
for future work.

of the few).

Data Sparsity: In a standard collaborative recommender
system, the user-rating data is very sparse. Although dimen-
sionality reduction techniques offer some help, this problem
is still a source of inconsistency and noise in the predictions.
Using the wisdom of the few addresses this issue since do-
main experts are more likely to have rated a large percentage
of the items, as shown in Section 2.

Noise and Malicious Ratings. Users introduce noise
when giving their feedback to a recommender system, both
in the form of careless ratings [21] and malicious entries [22,
23], which will affect the quality of predictions. Experts
are expected to be more consistent and conscious with their
ratings, thus reducing noise. In addition, an expert data set
can be immune to malicious, profile-injection attacks as it is
an easy to control and stable data set.

Cold Start Problem: In a CF system, new items lack
rating data and can not be recommended; the same is true
when a new user enters the system [24]. Motivated expert
users typically rate a new item entering the collection as soon
as they know of its existence and therefore minimize item
cold-start. In addition, experts should create a less sparse
and noisy dataset which should improve the user cold-start
problem, as shown in our user study.

Scalability: Computing the similarity matrix for IV users
in an M-item collection is an O(N2M) problem. This matrix
needs to be updated on a regular basis, as new items and/or
users enter the system. Therefore, CF based approaches
typically suffer from scalability limitations. While there are
several ways to address this issue — such as k-means cluster-
ing [25], scalability is still an open research problem in CF
systems. The wisdom of the few approach is less sensitive to
scale, as it creates recommendations from a very reduced set
of experts (e.g. 169 experts vs. 500,000 potential neighbors
in the Netflix database).

Privacy. Privacy in CF recommender systems is a grow-
ing concern and still an area of research [26]. In order to
maintain and update the similarity matrix, the system has



to transmit all user ratings to a central node where the ma-
trix is computed. This step is not needed in our approach,
since the similarity matrix only includes expert data and the
target user. In expert-CF, the current experts ratings can
be easily transmitted thanks to the reduced size of the ma-
trix, such that all computation is performed locally on the
client. This advantage is particularly relevant in a mobile
scenario.

7. CONCLUSIONS

In this paper, we have proposed an approach to recom-
mend content, based on the opinion of an external source: a
reduced number of ezperts. The proposed method (i.e. the
wisdom of the few) is able to predict the ratings of a large
population by considering a reduced set of expert ratings.
The method’s performance is comparable to traditional CF
algorithms, even when using an extremely small expert set.
We have implemented this approach to predict ratings in
the Netflix data set by looking at the ratings of 169 cin-
ema, critics, obtaining comparable mean errors. We have
also validated the approach in a top-N recommendation set-
ting. Finally, we have shown through a user survey that
our method is preferred to standard neighbor-CF in a sce-
nario similar to a cold-start situation. We believe that the
proposed approach addresses some of the shortcomings of
traditional CF: data sparsity, scalability, noise in user feed-
back, privacy and the cold-start problem.

Although the approach presented in this paper has shown
promising results, it has also opened up opportunities for
future improvement. First, we have shown the usefulness of
expert-CF to a particular domain, but the approach could
be implemented in other domains where expert ratings are
available. The use of external experts could also be com-
bined with regular CF in order to improve overall accuracy.
We have also restricted our work to a neighbor user-based
CF, but the same approach could be implemented using
an item-based algorithm or other CF algorithms, such as
model-based approaches.
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